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Abstract

Informal STEM education (ISE) organizations, especially museums, have used
evaluation productively but unevenly. We argue that advancing evaluation in
ISE requires that evaluation capacity building (ECB) broadens to include not
only professional evaluators but also other professionals such as educators, ex-
hibit developers, activity facilitators, and institutional leaders. We identify four
categories of evaluation capacity: evaluation skill and knowledge, use of eval-
uation, organizational systems related to conducting or integrating evaluation,
and values related to evaluation. We studied a field-wide effort to build eval-
uation capacity across a network of organizations and found it important to
address individuals’ evaluation capacities as well as capacities at the organi-
zational level. Organizational factors that support ECB included redundancy
of evaluation capacities across multiple people in an organization, institutional
coherence around the value of evaluation, and recognition that ECB can be led
from multiple levels of an organizational hierarchy. We argue that the increas-
ing emphasis on evaluation in the ISE field represents an exciting opportunity
and that, with targeted strategies and investments, ECB holds great promise for
the future of ISE and ISE evaluation. © 2019 Wiley Periodicals, Inc., and the
American Evaluation Association.
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108 EVALUATION IN INFORMAL STEM EDUCATION

The historical and current statuses of evaluation in informal science,
technology, engineering, and mathematics (STEM) education (ISE)
create a setting in which evaluation has been productively but un-

evenly used for program improvement, documentation, and knowledge
sharing. In this chapter, we argue that evaluation capacity building (ECB)
is key to understanding and advancing the role and possibilities—and espe-
cially the future—of evaluation in ISE, and to maximizing the broader use
of evaluation to fulfill the promise of high quality educational organizations
and programs. This chapter is based on our experience leading and collab-
orating on evaluations in ISE, situated both externally (in university and
consulting settings) and internally (as employees of ISE organizations). We
also draw on our experience researching an effort to build evaluation capac-
ity in ISE. This multiyear research study examined ECB within a network of
ISE organizations, providing a broader view than is typically possible. Our
work is grounded in a particular realm of ISE: museums and science cen-
ters most of all, including exhibits, museum floor programs, youth devel-
opment programs, professional development for science teachers, and other
museum-based programs, as well as holistic, organization-wide efforts that
include these programs. Our work does not include television programs,
podcasts, nature centers, and many other out-of-school settings in which
people engage with and learn about science, though many of the character-
istics of museums described here may also be true of those settings.

Previous chapters in this issue document the tools and practices that
evaluators in ISE can use to produce credible evaluation in the field. Our
focus is primarily on the ways that non-evaluators in ISE can do and use
evaluation, and the supports that can help them in doing so most produc-
tively. We base this call for hard work in the reality of ISE organizations,
including their strengths and challenges, and suggest that the pay-off of
improved educational experiences is worth the attention to building a cli-
mate of evaluation practice and evaluation use beyond the community of
evaluators only.

What Is ECB?

Scholarship on Evaluation Capacity Building

Across the broader evaluation field, ECB has gained prominence in the last
decade (King & Volkov, 2005; Preskill & Boyle, 2008). Scholars have put
forth ECB as a change effort that fosters both (a) individuals’ skills and
knowledge to conduct evaluation and (b) organizational structures and cul-
tures that support and value the use of evaluation (Huffman, Thomas, &
Lawrenz, 2008; Preskill & Boyle, 2008). Stockdill, Baizerman, and Comp-
ton (2002) defined ECB as “the intentional work to continuously create and
sustain overall organizational processes that make quality evaluation and its
uses routine” (p. 14).
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Although ECB is a critical topic for the future of evaluation, more
in-depth understanding of how and where it can occur is needed (Labin,
Duffy, Meyers, Wandersman, & Lesesne, 2012). This call was solidified
in American Journal of Evaluation’s Forum section (March, 2014), which
provided insights into the existing state of ECB with seven articles. Levi-
ton (2014) raised important questions about the value of ECB to organiza-
tions, evaluators, and funders. Wandersman (2014) described ten steps for
“Getting to Outcomes,” and Labin (2014) presented an integrated evalua-
tion capacity building (IECB) model. Preskill (2014) pointed out that ECB
should itself be evaluated, and Suarez-Balcazar and Taylor-Ritzler (2014)
emphasized the need for the science and practice of ECB to be directly
linked.

Over the course of our project, discussed in more depth below, we iden-
tified four kinds of evaluation capacity in the literature that we felt were
important in ISE settings. They are:

• Evaluation Skill and Knowledge. Often the easiest to imagine, this refers
to the development of individuals’ knowledge about definitions of eval-
uation, evaluation processes or practices, and the ability to do evalua-
tion (Preskill & Boyle, 2008; Stockdill et al., 2002; Suarez-Balcazar et al.,
2010; Taylor-Powell & Boyd, 2008).

• Use of Evaluation. This category includes not only the growth in quantity
of evaluations being conducted, but also changes in how individuals or
organizations are able to use data or findings (Naccarella et al., 2007;
Taylor-Powell & Boyd, 2008).

• Systems Related to Conducting or Integrating Evaluation. This refers to the
organizational or field-wide resources and structures—for instance, a reg-
ular spot on an agenda, a job line with evaluation responsibility, or a re-
liable and funded source for surveys—that support evaluation practices
(Arnold, 2006; King & Volkov, 2005; Preskill & Torres, 1999; Taylor-
Powell & Boyd, 2008).

• Values Related to Conducting or Integrating Evaluation. The perceptions of
what evaluation does and why it is important, how it might have influ-
enced past work or could change future plans, why it might be needed in a
particular setting: all are part of what can be changed through ECB (Huff-
man et al., 2008; Preskill & Boyle, 2008; Stockdill et al., 2002; Suarez-
Balcazar et al., 2010; Taylor-Powell & Boyd, 2008).

These ways of supporting evaluation—the ability to do evaluation, the
actual doing and using of evaluation, the systemic structures to support
evaluation (or impede it, if the structures are lacking or faulty), and the
sense of the importance of evaluation—are all part of a healthy, intentional
ECB effort.
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Evaluation and ECB in the Informal STEM Education Context

Within the informal STEM education (ISE) context, these kinds of capac-
ities are built within a larger system that has seen dramatic changes re-
garding evaluation expectations, use, and culture in recent years. Within
large and small ISE organizations, the importance of evaluation as a prac-
tice for internal improvement and for external reporting and accountability
has increased, particularly in the last 20 years. This increase in evaluation
requirements is especially striking in ISE settings because their evaluation
work had historically been less formalized than in formal education and
other settings.

Funding Streams Create Need for Evaluation. ISE organizations like
museums are reliant on a range of funding sources, different at every site.
Public funding might be significant or close to nonexistent, endowments
might be large or small, and attendance might be steady year over year or
vary widely. What most sites have in common, though, is a sense of both
scarcity of funds overall and a constant search for additional external funds
(Beetlestone, Johnson, Quin, & White, 1998).

The search for broader, varied funding may make these organizations
more moldable and responsive to external needs, including funder require-
ments. Many ISE organizations began their involvement with evaluation
to fulfill a funder requirement, and see evaluation as something they do
to receive more funding. These funders include large federal agencies, de-
scribed in more depth below, but also foundations and private funders who
may specifically request to see documentation of results for the funding
provided.

Historic Staffing Models Typically Do Not Include Evaluation as
a Position or Function. Across the ISE field, few settings have made
evaluation departments or even single evaluators as part of their oper-
ating staff. Large ISE organizations (including the ones where three of
the authors work) host evaluation departments, but the majority of ISE
organizations, especially small ones, have no evaluation staff and are de-
pendent on external evaluators from universities or private firms (e.g., our
two other authors). At sites where evaluation is not centered in a specific
role, some institutions contract for evaluation while others do not. When
evaluation is only done sporadically, or at the behest of particular fun-
ders, adding evaluation-dedicated staff to an organization might not make
sense.

Evaluation capacity may instead be housed among the non-evaluation
staff of an ISE organization. These staff might do evaluation themselves, or
might contract external firms to conduct evaluation for specific projects.
Either option is lower cost than adding a dedicated position but brings its
own challenges. Museum staff do not have a consistent training pathway
to prepare for their professional roles; licensure or certification is not re-
quired. Ongoing professional development for museum staff is not legally
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mandated. An easy comparison can be made to public school teaching
and medicine, where both initial licensure and ongoing certification are
required. While some museum employees enter the field from graduate
museum studies programs, many come from other settings and with vary-
ing educational backgrounds. Among museum education programs, some
offer evaluation courses and even an evaluation track for a master’s-level
degree, but evaluation coursework is typically elective and limited, espe-
cially practical work in how to do evaluation (Kannan, Fu, Shavelson, &
Kurpius, 2016). Further, this degree is not required for employment in a
museum. Both through professional preparation and hiring expectations,
there is no common expectation that museum staff have grounding in
evaluation.

Evaluation Requirements and Supports Increased at a National
Level. Beginning in the early 2000s, the ISE field changed norms, expec-
tations, and assumptions around evaluation. These changes, led mostly by
the National Science Foundation (NSF) but supported by others, are de-
scribed more deeply by Allen and Peterman (this issue) and Grack Nelson,
Goeke, Auster, Peterman, and Lussenhop (this issue). The development of
shared outcomes, the increasing attention to the quality of instruments,
the supports for a community of professionals involved in evaluation in
ISE, and the rising demand for ISE institutions to report on their outcomes
have all changed the work being done. One key resource in this area is the
Principal Investigator’s Guide: Managing Evaluation in Informal STEM Edu-
cation Projects, which was developed to support non-evaluators working as
Principal Investigators (PIs) on NSF grants and includes advice on how
to collaborate with the project evaluators for greatest impact (Bonney,
Ellenbogen, Goodyear, & Hellenga, 2011).

Audience Research and Market Research Concerns Emerge in an
Era of Data. Outside of the museum field, the increasing use of data in
all aspects of society, including so-called “big data,” supports a heightened
awareness of the possibilities of using data more broadly. Museum profes-
sionals have watched the data analysis techniques and the resulting prod-
uct development and marketing strategies used by large corporations, and
some have taken note. Museum leaders responsible for finance, market-
ing, and ticket sales have paid more attention to how data can be used
to support the bottom line, as it has in for-profit companies. Several pri-
vate firms, such as Reach Advisors, IMPACTS Research and Development,
and Wilkening Consulting have been developing varieties of subscription-
based services that provide museums with more data about their
visitors.

What Makes ECB So Crucial—and So Hard—in the ISE Field?

Previous chapters in this issue have described the new supports and expec-
tations that can improve the work done by professional evaluators in ISE,
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and the potential benefits for the ISE field that could result from that work.
We argue that without corresponding attention to non-evaluators, includ-
ing educators, exhibit developers, leadership, and others, the field will fall
short of its potential. The combination of structural factors within train-
ing pathways and organizations, and the increased expectations for evalua-
tion practice, create a field that is ready for strong ECB efforts. We consider
the following as the primary challenges to be addressed in planning this
work:

1. Many people work at museums, which are only a part of the ISE field.
For context, the Association of Science-Technology Centers (which
includes many but not all science museums) reports 14,760 paid em-
ployees at the 150 member museums that reported statistics for 2016
(Association of Science-Technology Centers, 2017). (There are many
more science museums that did not participate in this survey.) While
not all of these employees would be interested in or need ECB, this
number provides context for the scale of field-wide ECB efforts. In ad-
dition, staff turnover, especially in entry-level positions, can be high.
Any work aiming at ECB in ISE needs to be ready to continuously ad-
vance the work of many people, with varying motivations and goals,
again and again through natural turnover, across many institutions.

2. Museums are highly variable in terms of size, content focus, and type
of experience, even within only museums focused on science and
STEM. When considering systems that support ECB at the organiza-
tional level, there will be no one-size-fits-all system. Field-wide plans
need to be accessible to museums with large and small budgets, with
varied staff, with a natural history or interactive approach, and much
more.

3. Many approaches for individual roles will be needed. As is the case
with any large organization, evaluation needs and uses will vary de-
pending on the stakeholder. The value of evaluation for an educa-
tor, a finance person, and a CEO will all look different. Early ef-
forts (including our own) focused more on how educators or ex-
hibit developers might do and use evaluation, but these could be ex-
panded to be used with a marketer, a box office manager, or a museum
leader.

4. Adaptation of robust tools designed for trained evaluators should not
be done casually; greater supports will be needed for non-evaluators
who look to use these resources. For instance, as noted in Chap-
ter 3 (Grack Nelson et al., this issue), some of the online sites that
catalog instruments expect high familiarity with concepts like re-
liability and validity—making it harder for those with less train-
ing to choose the right tool. Recall from our earlier discussion that
people who work in ISE organizations typically come from diverse
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educational backgrounds and may have no formal training in educa-
tion or evaluation.

What Can We Learn From a Field-Wide Effort to Build
Evaluation Capacity?

The example of ECB attempted in the National Informal Science Education
Network (NISE Net) provides insights into ways to address some of the
issues identified above. This large network of museums, formed in 2005,
developed a program to support ECB across its work—this work began in
2010 and continues to date. We and others participated in varying ways in
developing and researching the program of ECB.

Background on NISE Net and Its ECB Approach

NISE Net began as a “national community of researchers and informal
science educators dedicated to fostering public awareness, engagement,
and understanding of nanoscale science, engineering, and technology”
(www.nisenet.org). It was originally funded by the National Science Foun-
dation through two consecutive grants that extended over 10 years and
amounted to over $40 million. Continuing with new funding and new con-
tent to this day, the NISE Net is one of the largest ISE initiatives ever under-
taken.

The NISE Net is characterized by leadership at multiple museums
and universities, working across sites and collaborating to support many
museums in engaging with new concepts. Although NISE Net has a for-
malized leadership structure and different types of partners, it seeks to
function not as a hierarchy but rather as a collaboration of like-minded pro-
fessionals working to achieve NISE Net goals. Participation in NISE Net, be-
yond the core partners leading the Network, is voluntary. Individuals within
the network represent a range of professional roles, including informal sci-
ence educators, evaluators, scientists, education outreach coordinators, and
more. Products of the NISE Net include educational products (like activity
kits and small exhibitions), formal professional development opportunities,
and, though harder to quantify, a community of organizations that see each
other as resources and colleagues for solving problems. Formal and infor-
mal meetings support this community.

Beginning in 2010, the Network launched Team Based Inquiry (TBI),
an intentional ECB effort developed around ISE practitioners and not pro-
fessional evaluators. TBI involved ISE practitioners working in groups to
improve their educational products and practices, and foster effective teams
and organizations; it included a variety of perspectives and backgrounds
that would directly contribute to an effective inquiry process. The orig-
inal approach was grounded in an extensive review of literature includ-
ing work on complex systems specified by Davis and Sumara (2006) and
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others, and the collaborative immersion framework for building evaluation
capacity that Huffman et al. (2008) developed. The TBI approach also draws
from diverse theoretical perspectives, including action research (Herr &
Anderson, 2005; Loucks-Horsley, Stiles, Mundry, Love, & Hewson, 2010),
practitioner inquiry (Cochran-Smith & Lytle, 2009), learning-focused and
participatory evaluation (King, 1998; Preskill & Torres, 1999), and ECB
(Stockdill et al., 2002). More broadly, the TBI approach is aligned with the
recognized need for ongoing and iterative forms of investigation to support
professional learning and organizational change (Argyris & Schon, 1995;
Cochran-Smith & Lytle, 2009; Davenport & Prusak, 2000; Schon, 1983).
This literature supported the development of a program that was designed
to build evaluation capacity in individuals, working within organizations,
thereby building the organization’s capacity. It was not explicitly a “train
the trainer” model in which participants would then move on to train their
co-workers, though that did happen in some cases.

The implementation of TBI reached a range of NISE Net community
members including NISE Net groups who learned and implemented TBI
as part of their ongoing work together, NISE Net partners who received
training in TBI but practiced it on projects at their own institutions, and
NISE Net partners who learned about TBI through webinars or brief training
but may not have formally practiced the techniques. This allowed for an
informative comparison between (a) the professionals who received guided
training in TBI and practiced it in their own settings and (b) professionals
who participated more generally in a professional network with a focus on
evaluation but did not formally practice TBI.

Team Based Inquiry, as practiced from 2010 to about 2015, addressed in
various explicit and implicit ways the four kinds of evaluation capacity de-
scribed earlier in this chapter: skills and knowledge to do evaluation, ability
to use evaluation, systems to support evaluation, and value for evaluation.
These capacities were also built by ongoing conduct, discussion, and use of
formal evaluation led by evaluators during the same time:

• Evaluation Skill and Knowledge. TBI workshops, mentoring, and cohort
learning experiences focused on the development of evaluation skills and
knowledge at a practitioner level through explicit instruction and prac-
tice. This included how to ask good questions and how to collect and
analyze data in ways that are rigorous enough for those questions and fit
into practitioner work. It also included instruction on how to collect di-
rect evidence of learning (not just self-reports of learning) when possible.
Chapter 2 (Fu, Kannan, & Shavelson, this issue) discusses self-reports
and direct measures in more detail.

• Use of Evaluation. The ability to use evaluation was built through ask-
ing participants to do TBI in a variety of ways, and supporting them in
regularly using both practitioner-led and evaluator-led evaluation. There
was less formal instruction in how to use evaluation than in how to do
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evaluation, though some TBI training did include opportunities for the
former. Education focused on evaluation use occurred with cohort par-
ticipants as they discussed ways to take action on evaluation findings and
reported back on how changes unfolded within their organizations. Eval-
uation use was instantiated in different ways across the Network. In some
settings, TBI became part of everyday practice and a great deal of prac-
titioner evaluation was done by some and used by all. In other settings,
practitioner-led evaluation was done rarely, but formal evaluator-led eval-
uation was used frequently. Some Network participants reported having
had little practice in using evaluation.

• Systems Related to Conducting or Integrating Evaluation. Systems were dis-
cussed in formal TBI materials and in trainings—from guidance around
how to plan for integrating evaluation into meetings and project timelines
to considerations around who should be involved and how to manage
various responsibilities—but not at the same depth as skills and knowl-
edge. Systems were also built into the Network: time for evaluation was
given on agendas, and evaluation responsibilities were assigned to both
practitioners and professional evaluators.

• Values Related to Conducting or Integrating Evaluation. Value was explicitly
built into TBI instruction through discussions of where and why evalua-
tion was important. It was also built through ongoing attention to evalu-
ation within the Network.

Learning From the TBI Effort

The TBI effort provided an opportunity to investigate the ways that inten-
tional ECB efforts might support professionals in ISE and support organi-
zational change at their home institutions, during a time when evaluation
was emerging as a growing concern across the field. Through the Complex
Adaptive Systems as a model for Network Evaluations (CASNET) study, we
investigated TBI specifically and ECB generally. CASNET was a four-year
project studying how ECB could be fostered within a network. The project
used a multiple case study method (Stake, 2006) to examine and under-
stand the spread of the TBI evaluation approach within the NISE Net.

The CASNET study had two foci to understand different aspects of
ECB. The first focus was on NISE Net staff who used TBI within work
groups—groups that were funded to create products and implement pro-
gramming for the NISE Network. The second focus was on NISE Net part-
ners who received either deep or no training in TBI. In this chapter, we
share highlights from the second focus, which is of the most interest for
understanding ECB in the ISE field. Further findings from this study, which
used observations, detailed interviews, and document analysis, are pub-
lished elsewhere (Grack Nelson et al., 2018; Lawrenz et al., 2018).

The research findings provide insights into (a) how the four kinds
of evaluation capacities highlighted earlier (skills and knowledge to do
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evaluation, ability to use evaluation, systems to support evaluation, and
value for evaluation) were present before training in TBI was offered, (b)
how the capacities developed differently for those who received training in
TBI and those who did not, and (c) key institutional factors that supported
ECB efforts.

Evaluation Capacity Prior to Study Participation. First, some eval-
uation capacity was already present among the CASNET participants prior
to their participation in the study. Prior capacities varied in type and de-
gree. Researchers found variation in skills and knowledge to do evalua-
tion and ability to use evaluation, with more individuals reporting low
confidence in their evaluation skills and low evaluation use. Few indi-
viduals reported coherent systems in their organizations to support evalu-
ation. Notably, however, several participants talked of seeing an increas-
ing value placed on evaluation, especially at the field-wide level. This
quotation from one of the study participants was typical of what we
heard:

I think it’s more museum-wide that you’d see more papers that are being
written about [evaluation] . . . I think it’s just the industry in general is
taking [evaluation] on and trying it in different ways and I think that’s what’s
exciting.

Differences in Development of Capacities Between Groups.
Second, there was evidence of ECB at individual and institutional levels
over the course of the CASNET project, both for those who trained in TBI
and those who did not. Individuals who did not train in TBI still reported
increases in their, and their institution’s, value for evaluation and more
attempts to use evaluation, suggesting that the field-wide conversation
continued to build momentum over the course of the project. But, only
those who participated in TBI training reported that they had grown their
evaluation skills (for instance, developing appropriate instruments or
analyzing data), and that their institutions were developing systems to
support evaluation (for instance, changing job descriptions or adding new
practices in a systematic way).

Institutional Supports for ECB. Third, we identified key factors
within institutions that seemed to support ECB development over time, re-
gardless of whether participants had engaged in TBI training. These factors
include having more than one person develop their evaluation capacities,
establishing shared values and institutional coherence around the value of
evaluation, and recognizing that ECB efforts can be led from several places
in an organizational hierarchy.

Redundancy of Evaluation Capacities Was Important. Within an organi-
zation, having more than one person with evaluation capacities (of sev-
eral kinds) was key for the organization’s overall ECB success. Davis and
Sumara (2006) argue that a common language, shared responsibilities, and
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similarities in skills, knowledge, and philosophies in a certain area can lead
to a foundation for shared work that can positively change an organization.
There were many ways that we saw people develop their evaluation capac-
ities (including and beyond TBI training); we saw that when more than
one person had developed evaluation capacities, the organization’s ECB ef-
fort generally went further, yet when only one person was championing the
ECB effort, it did not go far. These pairs (or more) of people were able to
bring more colleagues into their efforts, build more support systems, and
make more progress overall.

Shared Value for Evaluation Allowed for Greater ECB. Within the or-
ganizations we studied, institutional coherence around the value of eval-
uation influenced the extent of ECB achieved. Coherence is more than
isolated individuals seeing the value of evaluation. Instead, coherence is
shared values and a sense that individuals are working together toward
shared objectives around evaluation. Perhaps the strongest display of in-
stitutional coherence and its impact on ECB came from interviews with a
manager from a mid-sized museum who had not done the TBI training.
Similar to many other participants’ institutions, decisions about when to
conduct evaluation tended to come from the Director of Education or the
Executive Director. However, when evaluations were conducted, individu-
als at all levels were involved in the evaluation process, as described by the
manager:

[During staff meetings], we try to mix folks up in different groups, we make
sure there is a diversity of departments within each of the different sections
when we’ve done those [institutional] evaluations.

This person painted a picture of an institution that developed a strong
sense of identity around evaluation. In contrast, places with low shared value
for evaluation showed little institutional change, even if they had one or a
few people who were individually passionate about evaluation.

ECB Could Be Led Successfully From Several Locations in a Hierarchy. We
saw examples of successful ECB happening in some organizations where
leaders established the value of evaluation and created space for individu-
als to develop skills and practice evaluation use. We also saw cases where
individuals lower in an organizational hierarchy, but with control over an
aspect of their work, were nevertheless able to develop their skills and build
systems for evaluation.

Overall, these findings suggest that evaluation capacity can be built
in ISE both through intentional, specific efforts like TBI and through the
ongoing field-wide conversations described earlier in this chapter. But
the work is hard: Recognition of the value of evaluation often outpaces
development of other evaluation capacities, such as evaluation of skills
and knowledge, the ability to use evaluation, and the systems needed to
support widespread use. Value and enthusiasm for evaluation were not
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enough to build institutional evaluation capacity in many of the cases that
were part of our research.

Looking Ahead and Visions for the Future

Based on what we learned through carrying out and studying TBI, we sug-
gest that ECB continues to be a potentially important tool for the ISE field to
use to improve outcomes and the evaluation of outcomes. The field is ready
and people are eager for intentional efforts that will support better use of
evaluation—and ultimately, better learning and engagement with science at
ISE institutions. As individuals who help to shape this work within our in-
stitutions and beyond, we care deeply about providing access to evaluation
for many across the ISE field.

We frame the following suggestions within the challenges identified
earlier. In ISE, ECB efforts need to engage many individuals, given the scale
of the field. ECB efforts need to work with institutions of many types, large
and small, with approaches that are appropriate for different subject matters
and different internal structures. ECB efforts need to demonstrate value for
different roles at informal learning organizations. And, ECB efforts need to
be built for multiple audiences, including non-evaluators specifically; we
cannot expect practitioners to adapt tools and resources that were devel-
oped for professional evaluators.

In addition, these visions for the future are contextualized within our
experience with the TBI effort. We saw evidence for more value being placed
on evaluation regardless of our interventions, likely reflecting the increas-
ing emphasis on evaluation in the field overall. We also saw the importance
of considering both the individual and the institution, as the development
of individuals’ skills and knowledge, their ability to use evaluation, and in-
dividual value for evaluation were not enough. Organizational factors mat-
tered: Having multiple people developing their evaluation capacities within
a single organization and having a shared vision for evaluation were key to
ECB, though the impetus for change could stem from varied levels in the
organization.

Given that framing, we propose six productive strategies for the future
of ECB in ISE. We describe each of these strategies next.

Repeat Evaluation 101 Over and Over

Because of staff turnover, and the sheer number of staff at ISE organizations,
introductory sessions continue to be important. One practitioner trained in
TBI at an institution is not enough; having multiple staff members with
some capacity makes a difference. Some professional evaluators may feel
that the field has moved beyond these, and enthusiastic voices may clamor
for more advanced opportunities, but the need for simple, introductory
training remains.
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Rigorously Develop Tools for Practitioner Use by Working With
Practitioners

The rapidly developing tools for professional evaluators to use (see
Chapters 1, 2, and 3 of this issue) are powerful, but they are intimidat-
ing for those new to evaluation. Also powerful and needed are surveys, ob-
servational protocols, and systemic supports that are easy for practitioners
to implement. As an example, we suggest the current work by the Chil-
dren’s Museum of Pittsburgh to document learning practices during mak-
ing activities (Making + Learning, n.d.; see www.makingandlearning.org).
Instead of validating the observational protocol with evaluators across
the field, they are asking practitioners, with evaluator support, to use it
and provide feedback. It will be primarily used to prompt conversation
among practitioners about the key practices to support learning through
making, thus developing evaluation capacity among several people at one
institution.

Create Flexible Systems

Projects that aim to build field-wide evaluation capacity need to be able to
work with a variety of institutions. The Collaboration for Ongoing Visitor
Experience Studies (COVES) project, described in more depth by Grack
Nelson et al. (this issue) was intentionally developed to allow organiza-
tions of various types and sizes to participate. During the pilot phase, small
organizations, and organizations with varied content, participated in the
development of the survey instrument. As the project has grown, this is re-
flected in what is offered: The pricing structure for participation varies for
institutions of varied budgets, and the supports for data collection can en-
gage an institution with a dozen evaluators or with no evaluators at all and
still produce systematic results. All systems built for use across the ISE field
need to do the same.

Listen to the Unusual Suspects

Stories of how museums have changed practice are important to ECB efforts.
However, hearing from large organizations (such as those of this chapter’s
co-authors) can be intimidating to those who work in places without in-
ternal evaluators. Stories from museums without huge (or any) evaluation
departments are critical for offering diverse visions of success and encour-
aging change. Recent conference sessions with titles like “Evaluation: Your
‘Other Duties as Assigned’ and Making it Work” (Cohn, Kenner, Trainer, &
Gribko, 2018,) have done so, and more discussions like these should hap-
pen (e.g., Kenner, Cohn, Deck, Pratt, & Rathbun, 2017; Steele-Inama et al.,
2017).
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Promote Value to Varied Audiences

An educator, a marketer, an evaluator, and a vice president of visitor ex-
perience will all do or use evaluation for different reasons and they need
narratives of use that vary. This recommendation can be easily combined
with the previous one—in a small institution, how do people with varied
roles work together to create shared value for incorporating evaluation into
their institutional system?

Include Evaluation in Accreditation With More Depth

Current accreditation programs, such as the Museum Assessment Program
for Collections Stewardship, have a light touch with regard to evaluation—
they ask for evidence that evaluation happens somewhere, in some way.
Accreditation should include questions about who leads evaluation, how
often it happens, and how they collaborate inside and outside of their insti-
tution. Further, different museum accreditation processes should align with
each other, with respect to evaluation.

Concluding Thoughts

Along with these broad recommendations for the field, we are working on
ECB in our own professional domains. For instance, at the Science Museum
of Minnesota, the museum leadership and evaluation staff have commit-
ted to rethinking how we do and use evaluation across the entire museum.
Instead of seeing evaluation as something that is optional, driven by the
interest of the program developer, museum leaders (including the first au-
thor of this chapter) have worked to develop a museum-wide evaluation
plan that answers broad questions of value to the entire institution. This
project involves ECB at all levels, as we work to make evaluation a part
of everyone’s practice. Similarly, the Oregon Museum of Science and In-
dustry has taken steps to establish ongoing internally-funded evaluation
systems to inform and improve both programs (e.g., summer camps, travel-
ing programs) and the general visitor experience. While these systems are
maintained and facilitated by evaluation staff, they involve a wide range of
stakeholders representing multiple areas and levels of the museum, includ-
ing senior leadership. Data collection instruments are iteratively reviewed
and refined to be responsive to changing stakeholder needs. Through shared
data collection platforms, museum leadership and other staff have collabo-
rated with the evaluation team to answer questions of immediate relevance
and utility while simultaneously building their comfort and familiarity—
their capacity—with regard to evaluative thinking and planning. Both insti-
tutions have used TBI as part of the overall toolkit during this work.

This rethinking of evaluation practices is hard to carry out, but it is im-
portant to do if our organizations and our field are to reach their full poten-
tial. The practices and tools described elsewhere in this issue are important
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approaches to improving ISE evaluation practice and helping to identify and
support better STEM learning. But these advances will not reach their full
potential without attention to the practitioners and how they engage with
evaluation, which we frame as ECB. Staff at many informal learning institu-
tions recognize the value of evaluation in supporting their work, but they
need help in achieving that vision. Evaluators and leaders in the field need
to work broadly to enable powerful practice, together.
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